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Figure 1: Haptic interactions using a quadcopter. Left: user touching fabrics attached to the quad for texture rendering. Middle: user picking up a physical hanger attached to the quad. Right: user picking up the turned off quad as a passive haptic device.

ABSTRACT
Quadcopters have been used as hovering encountered-type haptic devices in virtual reality. We suggest that quadcopters can facilitate rich haptic interactions beyond force feedback by appropriating physical objects and the environment. We present HoverHaptics, an autonomous safe-to-touch quadcopter and its integration with a virtual shopping experience. HoverHaptics highlights three affordances of quadcopters that enable these rich haptic interactions: (1) dynamic positioning of passive haptics, (2) texture mapping, and (3) animating passive props. We identify inherent challenges of hovering encountered-type haptic devices, such as their limited speed, inadequate control accuracy, and safety concerns. We then detail our approach for tackling these challenges, including the use of display techniques, visuo-haptic illusions, and collision avoidance. We conclude by describing a preliminary study (n = 9) to better understand the subjective user experience when interacting with a quadcopter in virtual reality using these techniques.
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1 INTRODUCTION
Recent advances in audio and visual renderings in Virtual Reality (VR) have made virtual experiences more immersive and have led to the proliferation of commercially available VR hardware. Haptic feedback technology, however, has not kept up with these audiovisual improvements, and the illusion of reality often breaks upon users coming in contact with the virtual objects. Research in haptics aims to bridge this gap by designing novel devices that simulate the sensation of force and tactile feedback. The most prevalent haptic solutions can be categorized into four groups: wearable, hand-held (grounded or non-grounded), mid-air, and encountered-type (conventionally grounded). Wearable, hand-held, and mid-air haptics require the user to carry a device, and the interactivity space is often limited to the users’ hands, as virtual objects cannot be felt with other body parts.

Encountered-type haptic devices are most commonly grounded robotic arms that move such that users encounter the end-effector of the robotic arm when they make contact with a virtual object. These devices do not require the user to wear a device or hold a tool, enabling contact with all body parts. More importantly, unlike other forms of haptic solutions, encountered-type haptics present a physical surface to users allowing them to directly touch and manipulate objects. Despite these advantages, grounded encountered-type haptics have shortcomings that restrict their usage, such as their high cost and limited workspace. The working volume is restricted by the space that the robotic arm spans, and even a mobile robot on wheels will impose a limit on the height of the workspace. Moreover, robotic arms require complex motion planning to navigate around obstacles in the environment.

To address these limitations, researchers have begun to explore hovering encountered-type haptic devices that use quadcopters in virtual reality. Quadcopters are capable of flying quickly almost anywhere within the workspace and they may be more affordable than large robotic arms. Recent efforts in this area have focused on the force feedback that can be provided by quadcopters. However, quadcopters can provide limited force feedback, lack accuracy, and impose safety concerns in VR. We address these limitations and suggest that beyond force feedback, quadcopters can facilitate rich haptic interactions by appropriating existing objects and the environment. To enable these haptic interactions, we suggest three techniques shown in Figure 1: (1) dynamic positioning of passive haptics, (2) texture mapping, and (3) animating passive props. We highlight these techniques with the use of HoverHaptics, an autonomous system comprising of a safe-to-touch quadcopter and an infrastructure for its integration with a virtual environment. Prior research in this space has not utilized a fully enclosed quadcopter and the exposure of the rotating propellers ultimately limits the interaction. We built a quadcopter cage with a fully enclosed mesh to enable rich haptic interactions.

We identify inherent challenges of hovering encountered-type haptic devices that stem from competing requirements, including high perceived comfort and safety, carrying capacity, control accuracy, and speed. For example, by increasing carrying capacity the quadcopter can lift the safe-to-touch cage and other passive props; however, the added thrust may cause safety concerns. Limiting the speed of the quadcopter is then necessary to ensure safety and adequate control accuracy. We detail our approach for tackling these challenges, including the use of display techniques for communicating the state of the quad, visuo-haptic illusions to compensate for the lack of control accuracy, and collision avoidance as a safety measure.

We conducted a preliminary study with 9 participants to better understand the subjective user experience when interacting with a quadcopter in VR using these techniques. We found that with the safety measures in place, 8 out of 9 participants felt safe interacting with the quadcopter in VR. Participants were most excited by the animation of passive props, as they were able to grasp and move objects. All participants reported that they were not distracted or bothered by the quad. We conclude with a discussion on the limitations of our system and challenges that need to be addressed in future work.

Contributions
(1) Introducing haptic interactions mediated through quadcopters by appropriating objects and the environment.
(2) HoverHaptics: an autonomous safe-to-touch quadcopter prototype and its integration with a VR system.
(3) Design considerations for overcoming inherent challenges in the implementation of hovering encountered-type haptics.
(4) A preliminary study of the user’s experience when interacting with a safe-to-touch quadcopter in VR.

2 RELATED WORK
We begin by providing a brief overview of existing haptic solutions, their use cases, and their inherent limitations. We then describe the recent advances in quadcopter technology that enable the exploration of hovering encountered-type haptic devices. Finally, we review prior research investigating the use of quadcopters in VR and highlight the advantages of this new haptic technology.

Haptic Devices in Virtual Reality
Haptic solutions in VR fall on a spectrum from passive, utilizing existing physical objects [20, 24] to active [54]. Passive haptics are limited as the shape, position, and properties of...
the physical prop have to closely match their virtual counterparts. Researchers have explored the use of pseudo haptics, a form of haptic illusions, to manipulate the perception of passive haptic devices [12, 36]. However, certain virtual elements such as dynamic objects can only be represented using an active device. Active haptic devices can be broadly categorized into four groups: wearable, hand-held (grounded or non-grounded), mid-air, and encountered-type.

**Wearable Haptics.** Wearable haptics consist of devices that are placed on the user's body and provide a large working volume. These could be glove-style devices with vibrotactile actuators [37], wrist grounded exoskeleton [17, 33], exoskeleton for grasping objects [9], or full body suits [30, 48]. These devices require the user to wear an apparatus and the feedback is often limited to the area on the user's body that is in contact with the wearable.

**Hand-Held Haptics.** Hand-held haptic devices may or may not be grounded. Non-grounded hand-held devices include controllers with movement actuation [10], vibrotactile actuation [29, 47, 50], shape displays [6], and propeller propulsion [18]. Grounded pen-based hand-held devices [15, 25, 49] exert an accurately controlled force vector and are used for virtual manipulation tasks that require high precision. Hand-held devices require the user to hold the device during interaction and, similar to wearable interfaces, do not allow the users to feel virtual objects with all parts of their body.

**Mid-Air Haptics.** Mid-air solutions do not require the user to wear an additional device and are capable of providing hands-free haptic feedback. A class of mid-air devices manipulate air pressure directly and use compressed air pressure fields in the form of air jets [45] or air vortices [43]. An example of indirect air pressure manipulation is ultrasonic haptic feedback, in which arrays of ultrasound transducers create air pressure waves [35, 39, 52]. These solutions are well suited for providing tactile feedback for user-interface elements, but does not provide kinesthetic force feedback.

**Encountered-Type Haptics.** Encountered-type haptic devices move such that when users make contact with a virtual object they encounter the haptic device. McNeely introduces the term Robotic Graphics to describe these solutions, and draws an analogy between graphics displays simulating the appearance of an object and a robot simulating its feel [31]. Conventional encountered-type haptic devices are grounded robotic arms with end-effectors that enable rendering of various object characteristics. For example, Active Environment Display [46], Surface Display [21], and ShapeShift [42] are designed to render surfaces and shapes, while Snake Charmer [4] demonstrates rendering surface textures and temperatures. Encountered-type solutions present a physical surface to users as opposed to creating the sensation of force or tactile feedback; however, the high cost and small workspace limits the use of these devices, motivating the use of quadcopters as hovering encountered-type haptic devices. Note that in our categorization of haptic solutions, mid-air haptics are distinct from hovering encountered-type haptics: mid-air solutions only manipulate air pressure to create the sensation of tactile feedback and users do not encounter any physical objects.

**Quadcopter Technology**

Personal drones (or quadcopters) are becoming increasingly prevalent. Some quadcopter designs are completely safe-to-touch [3, 13] and others have increased safety by adding a protective cage [7, 14] or propeller guards [11, 38]. These safe-to-touch designs motivate the exploration of new forms of human-drone interaction using touch. In a prior study it was shown that 90% of participants felt comfortable touching a safe drone and 58% instinctively used touch as a means of interacting with such drones [2]. Safe-to-touch drones enable a new set of applications based on direct touch. For example, HoverBall is a ball-shaped quadcopter that can hover and change its behavior and location based on the context [34]. Gomes et al. use nano-quadcopters as 3D tangible displays and present input techniques, such as touching, dragging, throwing and resizing [16]. In this work, we use safe-to-touch quadcopters as hovering encountered-type haptic devices in virtual reality. Since fully safe-to-touch quadcopters are not commercially available, we have built a custom quadcopter to eliminate the possibility of the user coming in contact with the propellers.

**Quadcopters for Haptics in Virtual Reality**

Prior literature has used quadcopters for haptics in VR, both as hand-held and encountered-type haptic devices, and it has been shown that quadcopters increase users’ sense of presence in VR compared to hand-held controllers [22].

**Hand-Held.** LevioPole is a rod-like hand-held haptic device with two quadcopters mounted on each end of the rod that can generate controlled rotational and linear forces [40]. Thor’s Hammer is a hand-held haptic device that can produce up to 4N of force using propeller propulsion [18]. Despite being a hand-held device, the preliminary evaluation of Thor’s Hammer provides insights relevant to hovering encountered-type haptics, such as users’ concerns about the noise generated by the propellers.

**Encountered-Type.** Yamaguchi et al. attach a piece of paper to a quadcopter and allow users to make contact with the paper using a prop [53]. TactileDrones are quadcopters with sharp end-effectors that poke users to simulate sensations such as the feeling of a bug bite in a virtual environment [27]. In both examples due to the absence of a safe quadcopter, users are
unable to directly touch the end-effector and the interaction is limited to probing. Abdullah et al. introduce HapticDrone, a commercially available drone with a safe cover on top that flies below the user’s hand and provides 1D vertical force feedback [1]. HapticDrone can exert up to 2.97N downwards force for weight simulation (Figure 2a) and 1.53N upwards force for surface stiffness simulation (Figure 2b). However, quadcopters are unable to provide sufficient lateral force feedback due to their under-actuated nature (Figure 2c). The ability to provide highly accurate force feedback at relatively large magnitudes is crucial for the use of quadcopters as haptic devices in VR. We build on this work and argue that quadcopters can mediate a variety of rich haptic interaction beyond force feedback by appropriating physical objects and the environment.

Figure 2: Affordances of quadcopters as haptic devices in VR, focused on force feedback: (a) weight simulation (b) surface stiffness simulation (c) lateral force feedback.

3 HOVERING ENCOUNTERED-TYPE HAPTICS

Safe-to-touch quadcopters (or quads) can be used as encountered-type haptic devices in virtual reality. Quadcopters can fly quickly to almost anywhere within the workspace and land on various surfaces. Moreover, compared to grounded encountered-type haptic devices with a large working volume, quadcopters may be more affordable. Prior research has demonstrated the use of quadcopters for force feedback in virtual reality [1]. In this work, however, we present haptic interaction techniques mediated through quadcopters that animate existing physical objects and appropriate the environment.

Appropriating Objects and the Environment

We introduce three affordances of quadcopters that enable haptic interactions beyond force feedback. First, we use the quadcopter as a moving passive haptic device (Figure 3a). We then show how properties such as textures can be rendered by attaching various end-effectors to the quad (Figure 3b). Finally, we animate passive props, by augmenting the quadcopter with existing physical objects (Figure 3c).

Dynamic Positioning of Passive Haptics. Passive haptics can be used to provide haptic feedback in virtual reality, however repositioning passive props remains a challenge. Prior work has suggested techniques for mapping virtual objects to passive objects in the environment, based on their form factor in real-time [19]. Due to the limitations of passive haptics, previous research has also investigated the use of haptic illusions for mapping multiple virtual objects to a single passive box [5]. We suggest that a quadcopter enclosed in a safe-to-touch cage can also be used as a passive haptic device in virtual reality. To represent a virtual object, the quad can quickly fly and land on any surface in the environment. Once the user’s haptic exploration of that virtual object is complete, the quad can fly to a different location to represent another virtual object. In our user evaluation, we use this technique to provide haptics for shoeboxes in a virtual boutique.

Texture Mapping. Rendering other object characteristics, beyond geometric shapes, has been an active topic of research in haptics. Haptic revolver is a hand-held controller with a wheel attachment that can render multiple physical textures [51]. SnakeCharmer is a grounded encountered-type haptic device with multiple end-effectors for simulating different textures, temperatures, or airflow [4]. Similarly, we can attach multiple end-effectors to the quad for rendering object characteristics, such as textures. For example, distinct pieces of fabric can be placed around the quad, as shown in Figure 3b. These materials can then be mapped to different virtual objects by rotating the quad. We demonstrate this concept in a virtual shopping experience by allowing users to feel the texture of various clothing items.

Animating Passive Props. Dynamic positioning of passive haptics, as described earlier, is limited by the quadcopter’s form factor; if the quadcopter is a cube it is most suited as a proxy for a cubic virtual object. This limitation motivates animating existing physical objects using the quadcopter [41]. Our safe-to-touch cage has a 3D printed slot for attaching physical props to the quad. In our user evaluation we fasten a hanger to the quad, such that users can pick up the virtual shoebox that they would like to purchase and place them in their shopping cart. More generally, the quad can be equipped with a grasping mechanism capable of picking up various light-weight objects.

Figure 3: We present three techniques for appropriating objects and the environment: (a) dynamic positioning of passive haptics (b) texture mapping (c) animating passive props.
Design Considerations

Designing quadcopter interactions in VR is notably different from designing other forms of human-drone interactions. High control accuracy is required to position the quad exactly where the virtual object is located. High speed as well as prediction algorithms are needed to reduce response time and to fly the quad near the next potential target. Once the quad is present at the target, users need to be informed that the virtual object is ready for haptic exploration. In order to carry the safe-to-touch cage and other passive props, a quadcopter with high thrust-to-weight ratio is necessary. Finally, safety is particularly crucial in this setting, as users are wearing a VR headset and are unable to see the quad. These requirements are inherently dependent and cannot be satisfied simultaneously. For example, a quad with high thrust-to-weight ratio travelling at a high speed may pose safety concerns. Below we summarize our approach to optimizing these requirements in the design of HoverHaptics.

Visualizing Touchable Regions. Using quadcopters as haptic devices enables haptic exploration of various components of the virtual scene. However, not all virtual elements can be physically rendered with the quad. We first mark all virtual objects that can be touched in the scene. For texture rendering, we mark all patches on the virtual clothes that can be touched by excluding the edges of fabrics and the areas with highly varying curvature. To predict the region of interest, we compute the intersection of the extension of the user’s hand trajectory with the virtual scene. We then highlight the closest renderable patch to that predicted region, shown in Figure 4. We use a heuristic algorithm to determine if the user is moving towards the predicted object and lock the marked patch based on two conditions: (1) if the user’s right hand travels 10cm closer to the highlighted patch, while the prediction target remains inside that patch (2) or if the user’s hand is less than 10cm away from the patch.

Control Accuracy. At all times during the interaction the exact location of the quad in the workspace is known, as highly accurate position tracking can be obtained from an external motion capture system. On the other hand, due to the heavy weight of the quad and the uneven weight distribution from the passive props, it is difficult to position the quad accurately at the target location. Prior work has shown that the accuracy of an interactive quad with a frame can deviate up to 5cm along each axis [16]. However, in the context of hovering encountered-type haptic devices, an exceptionally high control accuracy is required. Since the user is unable to see the quad in the virtual environment, even slight deviations from the position of the virtual object will prevent the user from making contact with the quad.

To overcome the lack of control accuracy, we use visuo-haptic illusions based on the visual dominance effect, the concept that vision often dominates when our sensory inputs are at conflict. We use haptic retargeting, similar to Sparse Haptic Proxy [8], to correct for the offset between the quad and the position of the virtual object of interest. As the user reaches out to touch a virtual object, their hand is retargeted such that upon contacting the virtual object, their real hand makes contact with the quadcopter, as shown in Figure 5b.

\[ h_v' = h_v + (h_r' - h_r) + \alpha[(t_v - t_r) - (h_v - h_r)] \] (1)
\[ \alpha = \frac{||h_v' - h_r||}{||h_r' - h_r|| + ||h_r - t_r||} \] (2)

Figure 4: Based on the prediction algorithm, the closest renderable patch is shown to the user.

Figure 5: Visuo-haptic illusions are used to compensate for lack of control accuracy. (a) Quad is accurately positioned and no illusion is needed. (b) To correct for the position offset, as the virtual hand touches the virtual target, body warping is used to retarget the hand towards the quad.
This modification ensures that when the user’s hand is stationary, the virtual hand does not move as a result of the quadcopter’s movements. However, as the user reaches out to touch the virtual object the retargeting direction and magnitude continuously changes due to the constant movements of the quad. We found in our experimentation that with relatively accurate control accuracy (position errors $< 7\text{cm}$) these continuous changes do not hinder the user’s ability to make contact with the virtual object. Moreover, to avoid the accumulation of retargeting offset, we pause the retargeting algorithm once the user makes contact with the virtual object, by keeping the existing offset between the virtual and the real hand, and resume it when the next renderable patch is activated.

Safety. During the interaction, the user is wearing a head-mounted display and the quadcopter is invisible in the virtual environment. Ensuring users’ safety is challenging, as they are isolated from the real world. We implemented four safety mechanisms, addressing both physical and psychological safety. The goal of physical safety measures is to reduce the chance of unwanted contact and to diminish physical discomfort or injury in the unlikely event of collision [28]. To lower the likelihood of unwanted contact we implemented (1) a critical landing mode and (2) a collision avoidance algorithm. For reducing the exerted impact force, (3) we limited the speed of the quadcopter. As a psychological safety measure (4) we created an emergency scene to better communicate the state of the system to users.

The first safety mechanism is the critical landing mode. If at any point during flight communication to the quadcopter fails, the critical mode is activated causing it to land immediately. Throughout the interaction, we ensure that the quadcopter never flies above the user’s head. We also activate critical landing mode if the motion capture camera streaming stops for a period longer than a safe threshold (2sec in our system).

For the second safety measure we leverage an obstacle avoidance scheme equivalent to the well-established potential fields approach [26]. Our algorithm is implemented as a filter applied to the quad’s position waypoints. If the current position of the quad $x_q$ is found to be within some radius $R$ of the user’s position $x_u$, the desired position $x_d$ is modified temporarily by projecting it outside of a cylinder around the user. The closer the quad is to the user, the more aggressively the waypoint is adjusted. We also guarantee progress toward the true desired position by biasing the resulting waypoint slightly towards the goal. When the quad is inside the safety radius, the adjustment of the waypoint can be written as

$$
\hat{x}_d = w_q \frac{x_d - x_q}{||x_d - x_q||} + (1 - w_q)R^2 \frac{x_q - x_u}{||x_q - x_u||} + x_q
$$

(3)

where $\hat{x}_d$ is the adjusted waypoint sent to the quadcopter and $w_q$ is a weight between 0 and 1. In the user study we set $w_q$ to 0.3 and $R$ to 0.25m such that users could reach outside the safety region and voluntarily interact with the quad.

The third safety measure is to reduce potential impact forces from a collision by limiting the maximum velocity of the quadcopter. Other design strategies to reduce impact include reducing the weight, adding soft materials for absorbing impact forces, or shape alterations for reducing impact stress [23]. The quadcopters used as haptic devices are relatively heavy due to the added weight of the safe-to-touch cage and the passive props. It is also challenging to introduce soft materials or to modify the shape of the quad, as airflow problems are likely to arise. Therefore, to reduce impact forces during collision, it is necessary to limit the velocity of the quadcopter. We empirically chose a maximum velocity of $0.5m/s$ through pilot testing and out of concern for our users, taking into account the relatively heavy weight of our quadcopter (638g) and the sharp corners of the quad’s cage.

Finally, to ensure psychological safety, we communicate the state of the system to the user during an emergency. We activate an emergency mode that turns off the virtual scene and shows a virtual representation of the quad to the user instead. If the user is facing away from the quad, we place warning signs in the virtual world that point to where the quad is located, shown in Figure 6. This allows the user to locate the quad and prevent crashes. We put in place two conditions for detecting unexpected behavior. The first condition is used to detect dangerous jerking motions and it is triggered if the quad travels away from the target and towards the user for more than 10cm in 0.5sec. The second condition is used for gradual deviation from the target and is triggered when the quad flies away from the target and towards the user for more than 30cm throughout the path.

![Figure 6: The emergency scene: the box in the center represents the current position of the quadcopter and warning signs pointing towards the quad are placed around the user.](image)

Delays. The speed limit imposed as a safety measure results in delays from when the next target is detected to when the quad is present at the target location. To communicate to the user when the virtual object is ready to be touched, we highlight the marked patch in green when the quad is stabilized at the target, as shown in Figure 7.
The quadcopter used needed to have two main characteristics. First, it needed to be programmable so that it could be integrated with the rest of the software. Second, to provide flexibility in the design of its protective cage, it needed to have a relatively high thrust-to-weight ratio. We opted to use racing quad parts along with an STM32-based autopilot running PX4 that together fulfilled those requirements. The quad frame used has a 180mm wheelbase, is equipped with four 2600KV brushless motors, and a 3-cell LiPo battery. The autopilot is the Pixfalcon, which is a smaller form factor derivative of the popular Pixhawk autopilot. We built a lightweight protective cage using carbon fiber tubes, 3D printed joints, and a Polypropylene mesh, shown in Figure 8. The propellers are fully enclosed in the cage (27cm x 24cm x 5cm) such that fingers cannot come into contact with them. The weight of the caged quad is 407g without the battery, and 590g with the battery.

System Implementation

In the following section we describe the implementation of HoverHaptics, an autonomous safe-to-touch quadcopter integrated with a virtual reality environment.

Safe-To-Touch Quadcopter. The quadcopter used needed to have two main characteristics. First, it needed to be programmable so that it could be integrated with the rest of the software. Second, to provide flexibility in the design of its protective cage, it needed to have a relatively high thrust-to-weight ratio.

Control System. The quad stabilizes itself using a simple PID position controller that is part of the PX4 autopilot. The controller consists of cascaded position and attitude controllers similar to [32]. The PID loops are tuned to accommodate for the extra inertia and loss of thrust generated by the cage. The quad’s position estimate is generated by feeding its position from the motion tracking system into the PX4’s Extended Kalman Filter (EKF). In the event that interactions with the drone obstruct it from the tracking system, the EKF provides a level of robustness for preventing crashes.

Quadcopter Communication. The quad is equipped with a 915MHz telemetry radio that allows it to communicate with a ground station using a similar radio. The ground station uses the Mavlink protocol to communicate with the quad. It also translates all Mavlink communications to Robot Operating System (ROS) messages using the software package Mavros. ZeroMQ, a high-performance distributed messaging library is used to send target positions from the virtual environment. Mavros manages all of the communications with the quadcopter, including motion tracking data coming over ROS topics and desired positions coming over ZeroMQ.

Tracking. We use Vicon motion capture cameras for real-time rigid-body tracking. Retro-reflective markers are placed on the user’s hands, the quadcopter, and the Head-Mounted Display (HMD). The tracking information is streamed from the Vicon Tracker software to the Unity game engine directly and to the rest of the software components using ROS.

Virtual Environment. The virtual scene is created using Unity. Path planning is done in Unity, using the current position of the drone streamed from the Vicon cameras and the target position based on the virtual scene. Each waypoint is then sent to the ground station through ZeroMQ. The content of the virtual scene is presented to the participant using the HTC Vive head-mounted display.

4 TECHNICAL EVALUATION

Prior research has measured the force feedback provided by different quadcopters [1, 18]. However, for appropriating objects and the environment, we are especially concerned with the responsiveness and the control accuracy of our system. In the following section we measure the maximum time needed for our quad to travel to a target position and the control accuracy achieved once it arrives at that target.

Speed Measurement

As described in the Design Considerations section, for safety concerns, we limited the maximum velocity of our quad to 0.5m/s and its horizontal acceleration to 0.5m/s². For safety, we also capped the height of our working volume to the users’ height, preventing the quad from flying above their head. For this reason we were less concerned about fast vertical movements and set the maximum vertical acceleration to 2m/s². Since our control system consisted of two different controllers for horizontal positioning along the x and y axes and vertical positioning along the z axis, we measured the horizontal and vertical speeds separately. These measurements were averaged over 10 trials. The time taken for the...
quad to take off to 0.5m above the ground was on average 3.90s and the average landing time from that height was 1.48s. Due to the size of our room, the physical working volume and consequently the virtual space were constrained to a 2.5m$^3$ cube. The longest horizontal path possible in our working volume was 3.5m along the diagonal of a 2.5m$^2$ square, and the average time taken to travel this distance while hovering was 8.79s. The average time taken for the quad to travel 1m vertically was 3.21s while flying up and 2.57s while flying down. We also limited the maximum angular speed to 45°/s, and the average time for a 180° rotation over 10 trials was 4.54s.

**Accuracy Measurement**

In order to evaluate the accuracy of our control system, we measured the average distance and the average rotational difference between the quadcopter and the target. Once the quad arrived at the target, we recorded its position and orientation at 60Hz for 10 seconds. We repeated this process 10 times and computed the mean distance and rotational difference during each 10 second interval. Note that we define “arriving at the target” as the point in time where the quad is less than 10cm away from the target position and the rotational difference is less than 30°. The results showed that on average the position error was less than 7cm ($\mu = 6.68$, $\sigma = 2.94$) which is comparable to similar interactive drone systems with a frame (BitDrones error = 8.5cm [16]). The average rotational difference between the quad and the target was around 3° ($\mu = 3.07$, $\sigma = 1.31$). Note that adding any prop with an uneven weight distribution will further increase the position error. Such errors are an inherent limitation of hovering encountered-type haptic devices, due to the relatively heavy weight of the quads and the high thrust-to-weight ratio needed. In our system, we use dynamic retargeting, a type of visuo-haptic illusion described by [5, 8], to compensate for the lack of control accuracy.

5 **USER EVALUATION**

We conducted a study to better understand what users experience when interacting with a safe-to-touch quad in virtual reality. We integrated HoverHaptics with a virtual boutique scene, shown in Figure 9. We included three interactive components in this virtual experience to demonstrate the concept of appropriating physical objects and the environment. We first allow users to feel the material of different clothing items to showcase texture mapping. We then enable users to pick up an item of clothing by the hanger and place it in their shopping basket, an example of animating passive props. Finally, we let users pick up a shoebox that they would like to purchase and ask them to place it in their shopping basket, highlighting dynamic positioning of passive haptics.

**Participants**

We recruited 9 participants (4 female, 5 male), ages 22 to 29 ($\mu = 25$) from our institution and nearby companies. All participants had previously experienced virtual reality and 3 people were regular VR users. All participants had seen a quad before, but only 2 had flown a quad before. Those 2 participants flew quads frequently and had touched a quad during flight before; one had touched a miniature quad and the other had an accident in which she cut her hand. Each person received a $15 gift card for an hour of their time.

**Experimental Setup**

Our setup, shown in Figure 10, consisted of a safe-to-touch quadcopter, Vicon motion capture cameras, two HTC Vive lighthouses, and the HTC Vive Head-Mounted Display (HMD). The tracking space was constrained to a 2.5m$^3$ cube and a small table was placed in this tracking space. Retro-reflective markers were used to track the quadcopter, the HMD, and the user’s hands. HTC Vive in-ear headphones connected to the HMD and Protective earmuffs (37dB NRR) were used for noise cancellation.

**Procedure**

At the beginning of the study, participants were informed about the technology that was being studied: a safe-to-touch quadcopter used for haptics in virtual reality. They were then presented with a photo of the virtual boutique and were briefed that during the study they will be touching different virtual objects in the scene: clothing items, hangers, and shoeboxes. They were instructed that virtual objects will turn green once the quad is present at that location,
implying that it is ready to be touched. An image of the emergency scene was also shown to the participants, and they were told that if the quad acts unexpectedly at any point during the study, the emergency scene will appear. After these instructions, participants entered the tracking space and put on the tracking gloves, in-ear headphones, and protective earmuffs. Relaxing music, complimentary to the ambience of the virtual boutique, was playing through the headphones. In addition to all the safety mechanisms in place, to ensure participants’ safety, one experimenter was present in the tracking space throughout the study. Note that all tasks were performed consecutively, and all fabrics and objects were manually attached to the quadcopter prior to the start of the experiment.

Task 1: Texture Rendering. Once participants entered the virtual environment, their first task was to touch and feel the fabric of two clothing items placed at the front of each rack. Participants moved towards the clothing item, waited until the patch on the fabric was highlighted in green, and then slowly reached out to touch the fabric. Similar to previous haptic devices [4, 51] two pieces of fabric were attached to the quad with magnets: a smooth silk-like material for the scarf and a cotton fabric with rough patterns for the shirt (Figure 11). The two materials were mapped to the corresponding virtual clothes by rotating the quad 180°.

Figure 11: Texture rendering: user feeling the material of a scarf and a shirt.

Task 2: Animating Passive Props. The second task was to pick up one of the clothing items by the hanger and place it in the shopping cart on the opposite side of the virtual scene. Participants first waited for the hanger to turn green, then slowly reached out and held the hanger, as shown in Figure 12. A physical hanger, with an addition weight of 48g, was manually mounted on to the quadcopter. Collision detectors in Unity 3D were used to determine when users were holding the hanger. The quad then entered a hovering mode in which the position PID controller was turned off, but attitude was stabilized, and throttle was kept at around 50% (close to hover). The users moved the hanger across the room and placed it in their shopping basket. Once the users moved away from the basket, the quad switched back to flight mode.

Figure 12: Animating passive props: user picking up a hanger and dropping it in the shopping basket.

Task 3: Dynamic Positioning of Passive Haptics. During the final task, users picked up a shoebox and put it in their shopping basket. The quad flew to a waypoint above a small table that was placed in the tracking space. Once it was accurately positioned on top of the table, it lowered itself and landed on the table. The participants then reached out and picked up the quad in off mode, shown in Figure 13, and placed it in their shopping basket.

Figure 13: Dynamic positioning of passive haptics: quad landing on a table in the room to render a shoebox, and user picking up the shoebox.
After the VR experience, participants were asked about their overall impression and if HoverHaptics improved their virtual experience. They then filled out a post-study questionnaire that included a series of statements about their perception of safety, response time, propeller noise, and wind generated by the quad. Participants indicated their level of agreement with each statement by choosing a number from 1 (strongly disagree) to 5 (strongly agree) on a Likert scale. Finally, we conducted a semi-structured interview to expand on the questions in the survey and to learn more about the haptic interactions.

**Results and Discussion**

All participants, except one, found the experience very enjoyable and reported that the haptics provided by the quad improved their VR experience. P9 was indifferent (3 out of 5 on the survey) and reported that he was highly focused on avoiding contact with the quad, which diverted his attention away from the shopping experience.

**Texture Rendering.** In our system, we attached pieces of fabric to the sides of the quadcopter, providing a rigid surface to users, similar to previous haptic devices [4, 51]. Four participants were able to identify the texture of the two fabrics. However, users were expecting a soft-body representation for the fabrics and wished that they could hold the edge of the material in their hand. P3 said "if I were to feel clothing, I would pinch the material between my fingers". They also stated that the quad applied more force than expected. P5 noted that "the defining quality of fabric is that... it has a texture to it, but also some fluidity", and the second element was missing. In this scenario, to enhance the texture rendering we can simply hang the fabrics from the quad’s frame, similar to the end-effector in [53].

**Dynamic Retargeting.** With dynamic haptic retargeting, all participants were able to reach out and touch the fabrics, hanger, and shoebox during the study. This suggests that retargeting user’s hand is a promising approach for overcoming the problem of limited control accuracy. Prior to the study, we expected that once users make contact with the fabric, they will remain in contact to feel the texture. Based on this assumption, to prevent the accumulation of retargeting offset, our algorithm paused the retargeting upon the user coming in contact with the quad. However, we found that a few participants reached out, briefly made contact with the quad, and then retracted their hand immediately before making another attempt. This behavior may be a result of uncertainty in touching virtual objects, unexpected haptic feedback, or vibrations from the drone, and future work should investigate these potential causes. The challenge of continuous dynamic retargeting while avoiding the accumulation of large offsets remains an open research question.

One possible solution is to gradually undo the retargeting to eliminate the offset between the user’s real and virtual hand without users noticing.

**Animating Passive Props.** Participants were most fascinated by the task of picking up the hanger. P4 said "the coolest part for me was being able to hold on to the object and move it". P5 argued that this task was exciting "because it was interactive. My touch actually mattered and it affected the world". The task of picking up the hanger went beyond exploration of the virtual scene and enabled active manipulation of virtual objects. Hovering encountered-type haptic devices provide an effective mechanism for supporting active manipulation tasks in midair; the quad can enter a hovering mode, the position PID controller can be turned off, and attitude can be stabilized by keeping a low throttle (in our case at 50%). During such tasks, the quad can also render additional object properties such as weight.

**Response Time.** For the first two tasks (touching the fabric and picking up the hanger), participants commented that the response time was shorter than they had expected. 4 people reported that they waited longer for the third task. Picking up the shoebox (third task) required the quad to switch between three modes, from hovering to flight mode and then to off mode for landing. The mode switching as well as the distance from the shopping basket to the shoebox, increased the delay to roughly 35sec. P2 said "I was just waiting there for something to happen." and P5 said "I was surprised at how long it took for the shoebox to materialize". Such delays are an inherent limitation of hovering encountered-type haptics, as low speeds are needed to ensure safety and comfort when using quads with high carrying capacity. Highlighting the virtual object in green upon quadcopter’s arrival may have not been sufficient to accommodate this limitation. To address this, future work can explore: (1) better communicating the state of the system to users perhaps by showing a progress bar, (2) presenting alternative activities that users can engage in while waiting, (3) reducing delays with multiple quadcopters or other space warping techniques [44].

**Noise.** Despite the in-ear headphones and protective earmuffs, 2/3 of participants were able to hear the noise generated by the quad. However, all participants reported that they were not distracted or bothered by the noise. P4 said "Your brain kind of filters it out after a few seconds". To further mitigate these effects, future work can explore the use of active noise cancelling that specifically targets the noise generated by the quad. We hypothesize that most future VR applications will present users with audio output and as a result will require the use of headphones.

**Wind.** All participants reported that they could feel the wind generated by the quadcopter. However, similar to the noise,
all participants reported that they were not distracted or bothered by the wind. To our surprise, 4 participants mentioned that they appreciated the wind as an ambient feedback for where the quad was located and used it to gauge where the quad was relative to them. The wind generated by the propellers was most noticeable when users’ hands were underneath the quad or when they were near the quad while wearing loose fitting clothes.

Safety & Comfort. All participants, except one, reported that they felt safe throughout the study. P9 scored safety 2 out of 5 on the survey and said ‘I was cautious in my movements... and not super comfortable’. Others mentioned that they were not concerned because of the meshed cage or that they forgot they were touching a drone. P5 noted that he was more concerned about damaging the drone than about his own safety. No unexpected behavior occurred during the user studies, therefore none of the participants encountered the emergency scene in VR. 2/3 of participants reported that knowing about the emergency scene made them feel safer, while 1/3 were indifferent. P5 and P9 thought the change of background in the emergency scene might be jarring and frightening. P5 preferred to see the quad in the same virtual scene and a warning text on the screen. The most suitable way of communicating unexpected behavior to users remains an open research question.

6 LIMITATIONS & FUTURE WORK

The results of the user evaluation revealed many research questions that motivate future work on the topic of hovering encountered-type haptics. In the following section we discuss limitations and research opportunities beyond those findings.

Passive Props

In our virtual boutique scenario, we manually attached a hanger to the quad. We hope that future work can explore the design of a mechanism capable of grasping light-weight objects. This allows the quad to pick up various objects and present them to users as needed. Similar to prior work in augmented reality [19], the quad can search the environment in real-time for physical objects that closely resemble the characteristics of the virtual object of interest. Alternatively, developers can distribute 3D models of objects present in their virtual applications that users can then 3D print.

Limited Force Feedback

One approach for increasing the force feedback provided by HoverHaptics is to externally support the quad. For example, when touching the fabric, the quad can position itself between the user’s hand and the wall. We found this technique to be only effective when the quad is not moving vertically (up or down) during contact. Quadcopters are unable to provide lateral force feedback due to their under-actuated nature. However, lateral force feedback can be perceived as a result of tolerating some pitch change during contact. Future work could also explore the use of a gimbal drone cage, similar to [14], that allows the drone to rotate relative to the cage. This technique will enable pitch variation without moving the contact point itself.

Limited Speed

As a safety measure, to reduce the potential impact forces in a collision, we limited the maximum velocity of our quadcopter to 0.5 m/s. This speed limit was determined empirically through pilot testings, taking into account the relatively heavy weight of our quadcopter (638g) and the sharp corners of the quad’s cage. However, a rigorous investigation of an optimal quadcopter velocity is needed to reduce delays during haptic interactions while ensuring both physical and psychological safety.

Multiple Quadcopters

The current implementation of our system is limited to one quadcopter. Using more than one quad will enable two-handed haptic explorations and make the haptic system more responsive by reducing delays. With multiple quads it is also possible to render complex geometries such as a corner, shown in Figure 14a. Moreover, an illusion of a surface with no boundaries can be created by positioning a sequence of quads along the user’s hand trajectory, shown in Figure 14b. In practice, due to turbulence, controlling multiple quads in close proximity is challenging. To overcome this challenge, future work should consider using a large cage or a cage extension to allow quadcopters to make contact with one another without significant airflow interference.

7 CONCLUSION

In this paper, we presented HoverHaptics, an autonomous safe-to-touch quadcopter used as an encountered-type haptic device in virtual reality. We demonstrated that quadcopters can appropriate objects and the environment, using three techniques: dynamic positioning of passive haptics, texture
mapping, and animating passive props. We identified important design considerations when implementing such system and described our approach for addressing them. We conducted a user study to evaluate our approach and to better understand the subjective user experience when interacting with quadcopters in virtual reality.
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